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Abstract
The provisioning of the right amount of DRAM to virtual
machines (VMs) is still a major challenge and cost driver
in virtualization settings. Many VMs run applications with
highly volatile memory demands, which either leads to mas-
sive overprovisioning in low-demand phases or poor QoS
in high-demand phases. Memory hotplugging and ballooning
have become established techniques (in Linux/KVMavailable
via virtio-mem and virtio-balloon) to dynamically de/inflate
the physical memory of a VM in a cooperative manner, by
having the guests give back unused memory to the hyper-
visor. However, current VM deflation techniques are either
not DMA-safe, preventing the pass-through of important
devices like GPUs or NICs, or are not flexible/fast enough to
cope with the frequently changing demands of the guest.
We present HyperAlloc, a DMA-safe and extremely effi-

cient mechanism for virtual machine de/inflation. The core
idea is to provide the hypervisor direct access to the guest’s
page-frame allocator, greatly reducing the communication
overhead. HyperAlloc can shrink virtual machines 362 times
faster than virtio-balloon and 10 times faster than virtio-
mem while having no measurable impact on the guest’s per-
formance. HyperAlloc’s automatic reclamation provides for
better memory elasticity by reducing the average memory
footprint of a clang compilation by 17 percent compared to
virtio-balloon’s free-page reporting while, again, having no
measurable impact on the guest’s performance.

1 Introduction
Physical memory is generally considered to be the scarcest
resource in cloud computing. Its provisioning remains a ma-
jor challenge for providers due to high hardware and energy
costs of DRAM on the one side and quality of service (QoS)
demands on the other side. DRAM already accounts for over
30 percent of Meta’s rack costs and power consumption [35].
Hence, a good utilization of the scarce physical memory
resources across multiple VMs is of utmost importance.
However, compared to other resources, the preemption

and virtualization costs of memory are much higher: While
it is technically easy and cheap for a hypervisor to dynam-
ically detect (and redistribute) underutilized processors or
network interfaces, it is a lot more expensive to do the same
with idling memory. This limits elasticity, as many VMwork-
loads exhibit highly fluctuating memory demands over the
different phases of their execution [24]. Fuerst et al. have
shown [19] that the memory resources of VMs running on

Azure and Alibaba could be deflated by 30–50 percent most
of their time for a performance impact of less than 1 percent.

Memory overcommitment [53] would increase utilization;
however, cloud providers often refrain from doing this ag-
gressively due to the difficulties of still providing their cus-
tomers a defined QoS [6]. Instead, they strive towards more
elasticity by finer-grained cost models for physical memory
usage. An example is Amazon, which charges customers by
GiB·s on their Lambda function-as-a-service (FaaS) infrastruc-
ture. However, compared to the on-demand microservices in
FaaS settings, VM instances running in the cloud have much
longer lifespans and much higher preemption costs, which
imposes challenges for transferring such pricing model to
infrastructure-as-a-service (IaaS) settings.
Cooperative VM Memory De/Inflation Nevertheless,
many clients would prefer to pay only for the memory they
actually need at a given time [5, 11]. Some authors have even
suggested real-time auctioning of physical memory among
VMs [6]. However, being accustomed to virtual memory,
clients usually do not know how much physical memory
they need. But their OS does! With an extra component run-
ning as a proxy inside the guest VM’s OS, the hypervisor can
approach the guest’s physical memory-management subsys-
tem to find idling (unutilized) page frames in low-demand
phases, which it then safely can reclaim. Examples of such
cooperative reclaiming techniques include memory balloon-
ing [24], memory hotplugging, [23] and memory probing
[55]. While these techniques have proven useful in practice,
we argue that they are still not flexible and fast enough to
cope with frequently changing guest demands because of
their high overheads for probing, communication, and guest-
side defragmentation. Additionally, some of them are not
DMA-safe, preventing the pass though of devices like GPUs
into VMs [55].
Our Contributions We present HyperAlloc, a new ap-
proach for virtual machine de/inflation. HyperAlloc inte-
grates the concept of cooperative memory management di-
rectly into the guest’s page-frame allocator, which it accesses
via a lock-free memory-mapped interface, greatly reducing
the communication overhead. In our evaluation with Lin-
ux/QEMU, HyperAlloc shrinks VMs up to 362 times faster
than virtio-balloon and 10 times faster than virtio-mem.
By its direct integration into the guest’s page-frame al-

locator, HyperAlloc additionally provides DMA safety by
design, providing for reclamation also in VMs that require
device pass through. Its automatic reclamationmode reduces
the memory footprint (in GiB·min) of a clang compilation by
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17 percent compared to virtio-balloon’s free-page reporting
without any significant impact on the guest’s performance.

2 Problem Analysis
We first discuss the fundamental challenges for the
hypervisor-guest memory interface on the example of the
existing approaches, laying the ground for our HyperAl-
loc design, as well as providing an overview of the directly
related work. Fundamentally, in all cases, the hypervisor
relies on a cooperating guest that points him to reclaimable
memory, which ideally does not contain data that has to be
migrated, saved, or restored.

In the case of memory ballooning [45, 53], the hypervisor
interacts with a guest-level kernel module (called the balloon
driver) that allocates guest-physical frames from the guest’s
page-frame allocator and reports them back to the hypervisor.
The hypervisor then can remove the respective frames from
the VM and its extended page tables (EPTs), shrinking the
amount of host-physical memory available for the guest. To
give back memory, the hypervisor instructs the guest-level
kernel module to free the previously allocated frames, which
on the next access are faulted (back) into the EPT.
Elasticity The virtio-balloon implementation [43] for Lin-
ux/QEMU provides an additional automatic mode (free page
reporting), where the balloon driver periodically reports free
frames to the hypervisor to be reclaimed, facilitating dy-
namic memory elasticity. Automatically reclaimed frames
are not allocated from the guest’s allocater, but remain logi-
cally free for the guest so that they can still be allocated. If
this happens, they are as above faulted (back) into the EPT
on the next access.

As virtio-balloon reclaims individual 4 KiB pages, it has to
issue a lot of hypercalls and subsequent unmap syscalls on
the host and may induce a lot of EPT faults. This can lead
to a substantial performance overhead. Hu et al. [24] have
shown that the overhead could be significantly improved by
increasing the granularity to 2MiB huge pages.
DMA Safety The substantial limitation of virtio-balloon
is that it cannot be used in conjunction with device pass
through. As described above, a reclaimed guest-physical
frame is logically still available to the guest’s allocator, which
itself is not aware of reclamation and, hence, might select
it upon some allocation. If this frame is then accessed by a
CPU, an EPT fault occures, in which the hypervisor actually
installs a host-physical frame for it. However, if the guest
has instead given the frame to a peripheral device for DMA,
the DMA transfer will fail, as most DMA-capable devices are
unable to trigger IO page faults [8, 51]. So due to its reliance
on page faults, virtio-balloon is inherently incompatible with
device pass through, which limits its applicability for IO-
intensive applications.

Hildenbrand and Schulz [23] suggest to use memory hot-
plugging [45] as an DMA-safe alternative to ballooning. In

virtio-mem, the hypervisor interacts with a guest-level hot-
plug driver to extend/shrink the guest-physical memory by
adding/removing virtual DIMMs at 2MiB granularity. DMA
safety is achieved by prepopulating all guest-physical frames
when adding the DIMM; hence, no EPT and IO page faults
will occur later on. However, this pre-population leads to
overprovisioning. Furtheremore, virtio-mem does not sup-
port elasticity by automatic reclamation.
To overcome this, Wang et al. [55] propose VProbe, an

automatic deflation mechanism that also provides for DMA
safety. Here, the hypervisor gets memory-mapped access to
the Linux guest’s physical-frame metadata (struct page),
which also contains the frame’s reference counter. Thereby,
VProbe can automatically detect and reclaim unused mem-
ory (refcount=0) without the need for explicit host–guest
communication. For DMA safety, VProbe needs to detect
when a reclaimed frame is allocated by the guest’s allocator.
For this, it write-protects the underlying struct page in the
EPT. As a side effect of allocation, the Linux buddy alloca-
tor increases the refcount in struct page, so an EPT fault
occurs, in which the hypervisor can repopulate the guest-
physical page. However, as the guest’s allocator remains
still agnostic to reclaimed memory, contradicting allocation
patterns may lead to a high number of faults and un/map
operations – when the guest frequently allocates reclaimed
frames even though others are available. The Linux buddy
allocator, for instance, maintains per-core caches of free
frames to reduce contention; the respective frames have a
much higher probability of being allocated next [56].

3 HyperAlloc: Bilateral Memory Allocation
Instead of such indirect interaction with the guest’s page-
frame allocator via guest-level proxies or side effects of al-
location, HyperAlloc overcomes all these limitations by the
direct integration with the guest’s allocator. In particular,
we give the hypervisor write access to the allocator state so
that it can detect and directly mark guest-physical pages as
allocated or reclaimed; the allocator is used bilaterally by
both guest and hypervisor. For our implementation, we build
upon LLFree, a scalable page-frame allocator suggested by
Wrenger et al. [56], which replaces the Linux buddy alloca-
tor. LLFree is particularly suitable for our approach due to
its lock-free and pointer-free design, which constructively
avoids control-flow dependencies between hypervisor and
guest, as all operations are implemented by atomic memory
transactions.

3.1 HyperAlloc in a Nutshell
Fig. 1 gives an overview of the HyperAlloc approach and
illustrates the process of reclaiming unused memory from
a VM without transitioning to the guest: In a QEMU/KVM
setup, the virtual-machine monitor is split into an in-kernel
part (KVM) that abstracts hardware-virtualization primitives

2
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Figure 1. Overview of HyperAlloc Concept. The controlling QEMU monitor has shared-memory access to the VM’s allocator state and
marks those huge pages as evicted/allocated that it removes from the EPT and the IOMMU page table. The virtual machine requests (not
shown) evicted huge pages on allocation from the monitor, thus ensuring DMA safety.

(i.e., EPTs, virtual CPUs) for a user-space monitor process
(QEMU) that emulates devices and decides on high-level
resources (e.g., memory size).
With HyperAlloc, the QEMU monitor has shared access

to the guest-physical allocator’s state to identify unused
memory and to mark memory as reclaimed/allocated for
the guest. For example, if we want to shrink the maximally
available guest memory, we can remove the host-physical
frame 47 (HP47), which is available as guest-physical frame
1 (GP1) and currently marked as free, as follows:

➊ HyperAlloc marks GP1 as evicted and allocated in the
guest-physical allocator’s state.

➋ It unmaps the host-physical frame HP47 from the
EPT and the IOMMU page tables via standard KVM
interfaces, giving it back to the host allocator.

➌ The QEMU monitor updates HyperAlloc’s authorita-
tive reclamation state for GP1 to hard reclaimed (H),
which marks, in contrast to soft reclaimed (S), that the
frame should not be repopulated on demand.

3.2 Reclamation States
In the following, we look at the abstract state of a single
memory page frame and its state transitions during recla-
mation. While we usually reclaim memory on huge-page
granularity, our HyperAlloc concept is not restricted to this
granularity. In Sec. 4.1, we will discuss the mapping of these
states to the LLFree allocator.

Page States For HyperAlloc, the state of a page (Fig. 2) is
a tuple with four elements that consists of a host (𝑀 , 𝑅) and
a guest part (𝐸, 𝐴). Only the guest part is accessible by both
parties to ensure safety and security. On the host side, we
have:

Host State

R: I
M: 1

R: S
M: 0

R: H
M: 0

hardreclaim
in

st
al

l soft
reclaim

return

hard

reclaim
1⃝

tri
gg

er

Guest State

A: 0
E: 0

A: 0
E: 1

A: 1
E: 1

A: 1
E: 0

alloc

free

1⃝ alloc

hardreclaim

hard

reclaim

return

soft
reclaim

Guest Operation

Host Operation

Host Op. (in auto mode)

controls

(triggers)

R: S
M: 0

A: 0
E: 1EPT Mapped

Reclaim State Alloc’d Flag

Evicted Hint
Combined State for one

2 MiB Page Frame

Figure 2. State Transition Diagram for one Memory Frame

𝑀 ↦→ {0, 1}: Mapped indicates whether the page is
backed with host-physical memory in all relevant
hypervisor-level page tables (i.e., EPT, IOMMU).

𝑅 ↦→ {𝐼 , 𝑆 ,𝐻 }: In the reclamation state, HyperAlloc
keeps track whether a page is currently Installed, Soft
reclaimed, or Hard reclaimed. For a reclaimed page
𝑀 = 0 holds.

On the guest side, we additionally maintain:
𝐸 ↦→ {0, 1}: The evicted hint informs the guest that the

page was reclaimed and is not backed by physical
memory. 𝐸 is a one-way synchronized copy of ¬𝑀 .

𝐴 ↦→ {0, 1}: Allocated indicates whether the huge page,
or parts of it, is allocated within the guest.

Guest-Level Allocation The guest’s physical-memory
allocator can free and allocate non-evicted frames by tog-
gling the allocated flag (blue arrows) without hypervisor
interaction. Only for allocations of evicted pages (𝐸 = 1), the
guest has to trigger the hypervisor (via virtio-queue) once
to install a host-physical page and also remove the evicted
hint (𝐸 ← 0).
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Reclamation HyperAlloc can reclaim memory that is not
allocated (𝐴 = 0) by the guest in two modes: hard and soft
reclamation. For hard reclamation (𝑅 ← H), where the goal
is to remove the memory permanently (i.e., reducing the
maximal guest memory), the host marks the frame for the
guest as allocated and evicted (𝐴← 1,𝐸 ← 1). This ensures
that the frame is not available for the guest allocator. For
soft reclamation, the QEMU monitor only sets the evicted
hint (𝐴 = 0,𝐸 ← 1), keeping the frame as usable for guest
allocations but at a higher cost. After updating the guest
state, we remove (𝑀 ← 0) the frame from all guest-accessible
mappings (i.e., EPT and IOMMU), perform TLB invalidations,
return the memory to the host allocator, and update 𝑅.
In both reclamation modes, the guest is informed about

the reclaimed state of the frame, which he can use to steer
its allocation policy. In our prototype, we extended LLFree
to prefer non-evicted over evicted frames for allocations.

Return and Install The hypervisor can explicitly be in-
structed (e.g., via the management console) to return hard-
reclaimed memory to the guest by setting the state of the
respective frames to soft-reclaimed on both sides (𝐴 ← 0,
𝐸 = 1) and (𝑅 ← S). This allows us to implement a flexible
soft limit while having an adaptable hard limit.

To actually install soft-reclaimed frames, we let the guest
allocator issue a hypercall on allocation, which triggers the
hypervisor to provide host memory, map it in all guest-
accessible page tables, and update its reclamation state. In-
stalling memory on access (i.e., waiting for the EPT fault)
is not sufficient for DMA-safety, as the OS is then still free
to reclaim or remap the accessed pages at any time (see
Sec. 2). Instead, we have to explicitly pin the VM’s memory
pages when they are mapped. Still, this install-on-access
should perform equally good, as: (a) An explicit hypercall
is, performance-wise, not inherently more expensive than
an implicit EPT fault. (b) Unlike with virtual memory, page
frames requested from the guest’s physical memory alloca-
tor are likely to be accessed shortly thereafter, so we cannot
expect significant benefits from delayed provisioning.

Invalid Guest States Like with any approach for coop-
erative host–guest memory management (e.g., ballooning
[24, 45, 53], hotplugging [23, 45]), both sides have to adhere
to an interaction protocol. For our reclamation protocol, both
guest and host inspect and update the shared per-frame guest
state. Therefore, we need to discuss the potential safety/se-
curity implications of non-conforming or malicious guests:

HyperAlloc never makes decisions upon 𝐸 but has its own
frame-state tracking (𝑅), making the 𝐸 flag a mere read-only
copy of 𝐸 ← (𝑅 ≠ I). Thus, a maliciously manipulated 𝐸 has
no impact on the hypervisor. Similarly, HyperAlloc updates
𝐴 on the hard reclamation and return transition, where we
set 𝐴 ← (𝑅 = 𝐻 ). Only for the reclamation decision, the
hypervisor inspects 𝐴 to find reclaimable pages. While this

allows a non-conforming guest to resist memory reclama-
tion (i.e., to not cooperate), it bears no safety or security
implications. Given a fine-grained memory pricing model,
the guest would just have to pay for the extra memory.
Regarding safety, we must also consider concurrent

host/guest operations: As we access the shared state exclu-
sively through atomic operations, the shared state itself does
not pose a problem. However, on the host side, concurrent
reclaim, return, and install operations may impose race con-
ditions inside the monitor. In our current implementation,
the hypervisor synchronizes these operations with a per-VM
lock. We also considered per-frame locking via a “lock” recla-
mation state but left this for future work, as we could barely
notice any contention, even for highly parallel workloads.

3.3 Management Policies
HyperAlloc uses the provided reclamationmechanisms (hard
and soft) to implement two management policies:
Adaptable Memory Hard Limit QEMU already supports
an adjustable upper memory limit, whose reduction below
the initial allocation is usually implemented via memory
ballooning or hotplugging. With HyperAlloc, we use hard
reclamation to decrease the maximal memory size of a guest
if triggered from the QEMU console or QEMU’s QOM API.
In contrast to others [23, 24, 45, 53], HyperAlloc usually
does not have to transition to the guest or stop it. Only if
there is not enough free memory in the guest’s allocator, we
instruct the guest to free the remaining memory from its
caches and retry our hard reclamation afterward. To increase
the upper limit, we use the return operation to add more
soft-reclaimed guest-physical memory, delaying the actual
memory allocation until the guest triggers install. While
our current implementation does not allow growing a VM
beyond its initial memory allocation, it would be possible to
combine HyperAlloc with memory hotplugging (Sec. 6).
Soft Limit by Automatic Reclamation With automatic
reclamation enabled, HyperAlloc periodically removes un-
used frames from the running guest, shrinking the currently
attached host-physically memory. Every 5 seconds, we scan
the reclamation-state array for installed (𝑅 = 𝐼 ) pages and
inspect the guest’s allocator state if the page is free (𝐴 = 0).
Both data structures are densely packed, so this linear search
bears only a tiny cache load and, thus, minimal performance
impact. In our current implementation (2 bits for 𝑅, 16 bits
for 𝐴), we access 2·512

8·64 +
16·512
8·64 = 18 consecutive cache lines

to scan 1GiB of guest-physical memory for free huge pages.

4 HyperAlloc in Linux
To integrate HyperAlloc with Linux, we use and extend LL-
Free [56], a lock- and log-free allocator that replaces the
Linux buddy allocator and primarily focuses on multicore
scalability and fragmentation avoidance. For us, its lock-free
design enables the efficient access to the guest allocator from
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different privilege levels, while its fragmentation-awareness
improves the availability of free huge frames to reclaim.

4.1 LLFree Overview
From a high-level perspective (Fig. 3), LLFree is a bitmap
allocator that uses two levels of free-counter indexes (trees
consist of areas) to speed up and steer the search for free
memory: For each base frame, a bit in the bit field indicates
whether it is free. An area covers 512 such bits, which corre-
sponds exactly to one huge frame and is associated with a
16-bit index entry. This entry includes a 9-bit counter indicat-
ing how many base frames are free and an allocated flag that
allows for the atomic allocation of the entire huge frame. If
the area counter is 512 and the flag indicates free, the covered
huge frame is entirely free and can be allocated as a huge
frame with a single compare-and-swap (CAS) operation.
A fixed number of consecutive areas (e.g., 8) form a tree,

whose index entry also contains a free-frame counter. Trees
are also essential for LLFree’s anti-fragmentation policy,
which tries to avoid allocating frames from “almost full”
trees (where most frames are free). For this, CPUs dynam-
ically reserve trees, preferring “half depleted” and “almost
depleted” over “almost full” trees, from which they allocate
memory until allocations fail. Due to this reservation pol-
icy, “almost full” trees (and areas) defragment without active
memory compaction.
For HyperAlloc, two properties of the LLFree data struc-

tures are most important: (1) Bit fields and counter indices
are stored as densely packed arrays, where frame states can
be located through simple offset arithmetic without relying
on guest-side pointers. (2) All operations on the state are
performed lock-free using atomic CPU instructions only –
there are no locks involved.

4.2 Integration with LLFree and KVM
For our integration, we chose to reclaim unused memory on
the granularity of huge frames, which reduces the reclama-
tion overhead but also ties the reclamation effectiveness to
the huge-page fragmentation behavior of the guest.

State Mapping We integrate the guest part (𝐴, 𝐸) of Hy-
perAlloc’s per-frame state (see Fig. 2) into the area-index
entry and use the existing huge-frame–allocated flag for 𝐴.
As the area counter and flag require 11 bits, we can choose
one bit for the evicted hint (𝐸) from the 5 remaining bits. By
co-locating counter, allocated flag, and evicted hint in the
same 16-bit word, it is also ensured that the host can induce
guest transitions atomically with a CAS operation.

Reservation Policy Besides using the eviction hint for
the allocation policy, we also modified the tree-reservation
policy to further improve its fragmentation avoidance: The
original LLFree uses per-core tree reservations to avoid false
sharing. In our experiments, we saw that a few long-living al-
locations (e.g., in the page cache) provoke higher huge-frame
fragmentation. Therefore, we removed the per-core reserva-
tions in favor of per-type reservations: Linux distinguishes
between three allocation types, which usually have different
lifetimes: unmovable kernel allocations, movable user allo-
cations, and huge allocations. We separate these types into
different trees by having one global reservation per type and
by introducing a 2-bit type field in the tree-index entry. Our
application-level experiments showed no negative perfor-
mance impact of removing the per-core trees. We assume
that other bottlenecks within the memory-management of
Linux, as measured by [56], dominate the results.
The per-type reservations lead to less fragmentation in

the long run. They also increase the effectiveness of Linux’s
active defragmentation (memory compaction). While Linux
developers have undertaken attempts to separate allocations,
our experiments showed that our LLFree-based type separa-
tion performs better, and increases the availability of huge
frames (see Sec. 5.5). Additionally, we reduced the tree size
from 32 areas (64MiB) to 8 areas (16MiB) to make the reser-
vation policy and its fragmentation avoidance more accurate.

Linux additionally divides the physical memory into zones
based on their physical address and NUMA locality. On
x86, there are the global DMA zone (16-bit addressable) and
DMA32 zone (32-bit addressable) plus for each NUMA node a
Normal zone. Every populated zone has its individual LLFree
instance. When reclaiming memory, the host starts with the
LLFree instances of the Normal zones before continuing with
the DMA32 zone. The tiny DMA zone (16 KiB) is ignored.

Locating the Allocator State To interact with the guest
allocator, HyperAlloc has to locate the allocator state in mem-
ory. During boot, the guest uses virtio queues to commu-
nicate the guest-physical address of the LLFree metadata
to the QEMU monitor. LLFree’s compact state, consisting
mainly of the three state arrays, is well suited for sharing
with the hypervisor as it is only accessed by LLFree and does
not contain any unrelated metadata (unlike the struct page

used by VProbe [55]). The monitor maps the state into its
own virtual address space and creates a cloned LLFree object
that works on the shared state. From then on, both sides can
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inspect and modify the same LLFree instance directly over
shared memory without a host-guest transition. This is done
for every memory zone of the guest and, respectively, every
LLFree instance.
KVM/QEMU Integration For our prototype, we decided
to integrate HyperAlloc into QEMU, the user-space moni-
tor for kernel-managed KVM guests (see Sec. 3.1). Thereby,
HyperAlloc requires no modifications to the host’s kernel.
The downside is that HyperAlloc, as a user-level component,
has no direct access to the related page tables but instead
has to use system calls to manipulate guest mappings. For
example, we have to use madvise(DONT_NEED) to remove
EPT mappings and VFIO for IOMMU mappings. Installing a
frame requires two mode switches (guest – QEMU – kernel),
whereas only one would be necessary if HyperAlloc were
part of KVM. To ease this issue, we aggregate huge frames
during reclamation and unmap them with a single syscall,
which has proven effective due to LLFree’s compact alloca-
tion behavior (linear scan) and anti-fragmentation policy.
Another disadvantage, which we share with all other

monitor-level deflation techniques [23, 24], is that KVM han-
dles EPT faults directly within the kernel without informing
the monitor process. This is a known limitation of KVM, by
which a non-conforming guest may allocate host-physical
memory for evicted frames without giving HyperAlloc the
possibility to update its reclamation state. The effects of such
behavior would be similar to those discussed in Sec. 3.2: The
extra memory does not imply security/safety issues, and the
host can detect it by comparing the reclamation state with
the resident-set size (RSS) of the QEMU process. Thus, in the
case of fine-grained memory accounting, the guest does not
benefit from this extra memory.

5 Evaluation
Memory reclamation techniques compete in two dimensions:
The overhead of reclamation and the elasticity, that is, how
tight we can shrink a guest to its actual memory demand.

5.1 Benchmark Competitors
We compare HyperAlloc to the state-of-the-art memory de-
flation techniques (see Tab. 1). For ballooning, we chose
virtio-balloon, which is supported by both QEMU and Linux
out of the box. As its performance is limited by its 4 KiB
page granularity, we recreated huge-page ballooning from
Hu et al. [24] (virtio-balloon-huge). Both variants support
manual and automatic memory reclamation via free-page
reporting but, as they rely on page faults, are not DMA-safe
on their own [8, 51].

For memory hotplugging, we pick virtio-mem [23], which
is also part of QEMU but is mainly designed for growing VMs
efficiently. While shrinking the VM is possible, it can only
reliably reclaim memory from the Movable zone and does
not support automatic reclamation. However, it provides

Table 1. Evaluation candidates and their properties.
Name Granu- Manual Auto DMA Implementation

larity Limit Mode Safety taken from

virtio-balloon 4 KiB � � × Debian 12
. . . -huge [24] 2MiB � � × Own reimpl.1

virtio-mem [23] 2MiB � × � Debian 12
VProbe [55] 4 KiB × � � unavailable
HyperAlloc 2MiB � � � Own1

1All artefacts are available at [redacted for double-blindness]

DMA safety, as all plug/unplug operations are explicit. To
quantify the performance impact of DMA safety, we measure
HyperAlloc and virtio-mem with and without device pass
through of a VFIO-managed network card. Although our
benchmarks do not use the card, its IO page tables must be
kept synchronized, resulting in additional runtime costs.
We also would have liked to compare against VProbe,

which provides for both auto deflation and DMA safety [55].
Unfortunately, the authors could not provide us with its
source code, as it relies on additional proprietary modifica-
tions that are only available within Alibaba’s environment.
We discuss their concept further in Sec. 6.

5.2 Environment
All experiments were conducted on a machine with two Intel
Xeon Gold 6252 CPUs (2x24 cores @ 2.1GHz) and 384GB
of DDR4 memory, split evenly across two NUMA nodes. To
increase reproducibility, we disabled Intel Hyper-Threading
and Turbo Boost, locked the cores to their maximum clock
speed, and pinned the VMs to the first node.
Both hypervisor and guest used Debian 12 (bookworm)

with a Linux 6.1 kernel and QEMU/KVM 8.2.50. While we
employed the provided Debian configuration for the host,
the guests used the default x86 kernel configuration with
enabled virtio, VFIO, and transparent huge pages. For the
HyperAlloc scenarios, we additionally replaced the buddy
allocator with LLFree [56] in the guest’s kernel and used
HyperAlloc instead of virtio-balloon/virtio-mem. For virtio-
balloon-huge, we used our reimplemented version from [24].
All kernel- and QEMU-variants were built with the LLVM
14.0.6 toolchain and the default compiler flags.

Unless specified otherwise, we used a VM with 12 vCPUs
and 20GiB of memory. For virtio-mem, we split that into
2GiB of regular and 18GiB hotpluggable system memory by
allowing virtio-mem to plug it into the movable zone, so it
can be unplugged later.

5.3 Reclamation Speed
First, we determine each candidate’s raw performance for
resizing a VM with four micro benchmarks:
Reclaim This is the speed for reclaiming and unmapping
memory. We ensure that the memory is present by writing
into 19GiB of guest pages1 before the benchmark.

1Requesting all 20 GiB would trigger an OOM error.
6
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Figure 4. Speed of reclaiming/returning memory (logarithmic
scale). For HyperAlloc this measures the hard reclamation.

Reclaim Untouched This measures the speed for reclaim-
ing memory that was unmapped before but has not been
installed since. For this, we reclaim the VM in advance and
grow it again before starting this benchmark.
Return This measures how fast we can increase the mem-
ory limit of a virtual machine without allocating or touch-
ing the returned memory.
Return+Install This measures how fast we can increase
the VM’s memory limit and use the returned pages. For
this, we use a guest-kernel module to allocate 19GiB of
memory1 and write into each 4KiB frame.

For the reclamation, we shrunk the VM’s hard limit to 2 GiB
(from 20GiB) and vice versa for returning. We repeated this
procedure 10 times for each candidate. The guest-kernel
module in return+install was executed single-threaded. Fig. 4
shows the achieved grow/shrink rate, while the error bars
denote the 95 percent confidence interval. Please note the
logarithmic x-axis for the first three graphs.
Reclaim The reclamation of touched memory is primarily
affected by the used granularity. Virtio-balloon, due to its
4 KiB page granularity, performs poorly with a speed of only
0.95GiB/s. Here, each 4KiB page is allocated, sent to the
hypervisor2 and discarded with a madvise syscall, which
results in significant transition overheads. These also occur if
2 Even though the hypercalls are aggregated (up to 256 pages per hypercall),
the other syscalls and page operations are not.

the guest did not touch thememory. The speedup results only
from the reduced EPT-manipulation costs. Virtio-balloon-
huge with its 2MiB granularity mitigates this bottleneck,
increasing performance 143 times.
Similarly, virtio-mem also works with 2MiB huge pages.

Its performance falls in between the two previous candidates,
reaching speeds of 34GiB/s. Reclaiming untouched memory
is faster, as it is not faulted in and does not have to be un-
mapped by the hypervisor. Themain bottleneck in both cases
appears to be the hot(un)plugging infrastructure. With an
attached device, virtio-mem also has to manage the IOMMU
memory mappings with VFIO, which results in a 52 percent
slowdown. Since virtio-mem does neither interact with the
guest’s allocator nor uses a virtual IOMMU [8, 51], it only
achieves DMA safety by immediately pinning and mapping
all memory when the memory limit grows. When virtio-
mem+VFIO shrinks the VM, these operations are not only
reversed, but they also have to flush the IOTLB, even if the
memory was never touched. Because of this pre-population,
virtio-mem+VFIO shows no real difference between remov-
ing touched and untouched memory.

With a shrink rate of 344.8 GiB/s, HyperAlloc outperforms
all competitors, being 10 and 3 times faster than virtio-mem
and virtio-balloon-huge. Removing untouched memory is
even faster (4.92 TiB/s), since we only modify allocator and
reservation state, and can skip the expensive unmap oper-
ations. With an attached device, the IOMMU-management
overheads make shrinking 6.3 times slower; still HyperAl-
loc is the best DMA-safe technique. Removing untouched
memory remains unaffected, as we only have to update the
IOMMU for memory that the guest previously allocated.

Return Growing the VM’s memory limit is faster for most
candidates, as the returned pages are populated lazily (on
EPT faults / install hypercalls). Again, virtio-balloon is the
slowest competitor and can only grow the VM with 2.3 GiB/s
as deflating the balloon requires that the previously allocated
4 KiB frames are returned one-by-one2 to the guest allocator.
Virtio-balloon-huge provides a sizable performance increase
(139×), with growing being about twice as fast as shrinking.

Virtio-mem can grow the memory limit by 102GiB/s, once
again falling short of virtio-balloon-huge. The reason for
this difference is that virtio-mem makes hypercalls for ev-
ery plugged 2MiB block, while the virtio-balloon(-huge)
guest driver returns pages without extra hypercalls (both
ultimately populate on EPT-fault). Virtio-mem with VFIO is
21× slower thanwithout VFIO because it has to pre-populate
the memory for DMA-safety.

HyperAlloc outperforms all candidates by a considerable
margin, working at 84 and 26 times the speed of virtio-mem
and virtio-balloon-huge. As with removing untouched mem-
ory, returning it just modifies the respective bits in the alloca-
tor state, taking 229 ns per huge page (compared to 388 ns for
reclaiming an untouched huge page). As expected, adding a
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Table 2. 1st percentile for STREAM and FTQ benchmarks.
STREAM [GB/s] FTQ [𝑒6]

Threads Threads

Candidate 1 4 12 1 4 12

Baseline 10.3 26.0 69.0 9.4 10.2 30.6
virtio-balloon 6.2 10.9 30.9 5.9 7.5 24.9

virtio-balloon-huge 10.1 25.5 67.8 9.5 10.1 30.1
virtio-mem 10.2 13.1 31.9 9.5 8.6 28.7

virtio-mem+VFIO 10.3 12.6 18.4 9.4 8.4 28.3
HyperAlloc 10.3 26.3 70.1 9.5 10.2 30.7

HyperAlloc +VFIO 10.3 26.1 70.3 9.5 10.2 30.7

device to the VM does not affect the performance. Memory
is only mapped to the IOMMU once the guest allocates it.
Return+Install As ballooning, virtio-mem without VFIO,
and HyperAlloc all populate the returned memory lazily,
we also measured the speed of returning and accessing the
memory (Return+Install). Again, virtio-balloon’s 4 KiB gran-
ularity makes it the slowest candidate. Virtio-balloon-huge
reaches the highest data rate of 4.2 GiB/s, shortly followed
by both virtio-mem and HyperAlloc with 4GiB/s. To put this
into perspective: our benchmark accesses mapped pages at
17GiB/s. Even though HyperAlloc’s install hypercalls are
about 6 percent slower than virtio-mem’s EPT faults (due to
having an additional context switch to QEMU which then
uses madvise to manipulate the VM), the faster initial re-
turn time compensates for this difference. Therefore, the
combined return+install times are almost equal. The same
is true for device pass through (VFIO), where virtio-mem
prepopulates the IOMMU, thus having more upfront costs
than HyperAlloc, which pays the mapping costs on demand.

Overall, we see that HyperAlloc is significantly faster than
the competition for reclaiming and returning memory while
being DMA-safe. Only installing returned memory is slightly
slower than virtio-balloon-huge due to the additional context
switch to the QEMU monitor. However, this overhead would
probably disappear if we integrated HyperAlloc into KVM
itself, removing the extra context switch.

5.4 Guest Performance Impact
In addition to raw speed, we also analyzed the impact of
reclamation on the guest performance. To do so, we change
the VM’s memory limit while running memory- and CPU-
intensive workloads. For comparability to previous work, we
based our procedure on Hildenbrand and Schulz [23].
Experiment Procedure The VM is prepared by simulat-
ing a realistic workload: We execute 9 memory-intensive
SPECrate2017 benchmarks [49], recreating the preparation
step from [23]. For each benchmark, we start as many in-
stances as needed to consume close to 19GiB of memory and
run it for 180 seconds. This preparation grows the VM to
its maximum size and randomizes the guest’s allocator state.
After a 20 s cool-down period, we start the actual benchmark

0 50 100
Runtime [s]

0.0

2.5

5.0

7.5

10.0

Ba
nd

wi
th

 [G
B/

s]

1 thread(s)

0 50 100
Runtime [s]

0

10

20

4 thread(s)

0 50 100
Runtime [s]

0

20

40

60

12 thread(s)

virtio-balloon
virtio-balloon-huge

virtio-mem
virtio-mem+VFIO

HyperAlloc+VFIO

Figure 5.Memory bandwidth over time as reported by STREAM
running on different numbers of threads.

and decrease the VM’s hard limit to 2GiB. At 90 s, we in-
crease it back to its original 20 GiB. While we largely follow
the procedure of [23], we extended it in two ways: (1) In-
stead of running the benchmarks only single threaded, we
also explore multi-threaded workloads (4 and 12 threads)
to better understand different system loads. (2) While the
original benchmark only shrank the VM, we also include a
subsequent growing phase.
As baseline, we use the virtio-balloon configuration, but

do not resize it (Tab. 2). However, we exclude it from the
plots to improve readability. Since there were no significant
differences between HyperAlloc with and without device
pass through, the plots only include the former.
Memory Bandwidth To simulate a memory-intensive
task, we use a customized version of the STREAM [37] bench-
mark, which repeatedly measures the bandwidth of mem-
copy operations (≈1GiB per operation). We modified the
benchmark to only run one of its four measurements (Copy)
and to export per-sample memcopy bandwidth rates. As
STREAM’s iteration time varies between thread counts, we
chose the number of iterations for each thread configuration
so that the slowest candidate took 140 s.
The scatter plots in Fig. 5 show the bandwidth of each

iteration over time. To judge the impact of high-frequency
resizing on latency-sensitive tasks, Tab. 2 contains 1st per-
centile bandwidths. Running the experiment inside a vir-
tualized environment introduces some noise, particularly
for larger thread counts. However, analysis of our baseline
indicates that the influence on the 1st percentile is negligible
compared to the actual observed performance degradation.
While there are slight differences in memory bandwidth be-
tween candidates while idling (before 20 s and once resizing
is complete), they are within run-to-run variance.

With STREAM running on a single thread, only shrinking
via virtio-balloon significantly impacts the guest’s perfor-
mance due to its 4 KiB page granularity and subsequent com-
munication overhead. Our virtio-balloon-huge implemen-
tation eliminates this overhead almost completely. While
virtio-mem shows a negligible spike at 20 s, HyperAlloc does
not show anymeasurable impact on performance. As a result,
with HyperAlloc STREAM finishes ≈8.9 s faster compared to
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Figure 6. Aggregated work as measured by FTQ for different num-
bers of threads.

virtio-balloon. Apart from virtio-balloon, the 1st percentiles
show no significant performance degradation.
On multiple threads, resizing the VM becomes increas-

ingly noticeable. In addition to shrinking, virtio-balloon
starts to cause slowdowns while growing the VM as well.
Virtio-mem has a noticeable impact while shrinking, per-
forming even worse than virtio-balloon for ≈10 s with lows
reaching 31.9 GB/s. When unplugging memory, virtio-mem
removes blocks in decreasing address order, requiring the
guest OS to migrate used subblocks to other memory lo-
cations. Still, growing has no immediate effect on memory
bandwidth. New memory blocks are plugged in, but no mem-
ory is preallocated on the host. However, when passing a
device to the VM, the memory needs to be populated and
pinned, resulting in an even larger performance degradation
than virtio-balloon (1.7×). Virtio-balloon-huge outperforms
virtio-mem but still shows a small impact while shrinking.
Even under full system load, HyperAlloc does not have a sig-
nificant impact on memory bandwidth, with its 1st percentile
bandwidth being 2.3 and 2.2 times higher than virtio-balloon
and virtio-mem. In contrast to the other evaluated solutions,
reclaiming and returning memory from/to the guest does
not involve fine granular guest-hypervisor communication
or expensive memory migration.

CPU Utilization To assess the impact on CPU-intensive
workloads, we employed the Fixed-Time-Quantum (FTQ) [29]
benchmark. It samples the amount of work performed by
a CPU thread within a fixed time interval by repeatedly
incrementing a counter. Usually, each thread is measured
independently, but to present the data more clearly, we aggre-
gate the work of all threads. This approach could introduce
inaccuracies due to desynchronization. In practice, however,
the sampling interval was sufficiently large to ensure that
the overall noise was negligible for all our experiments. We
sampled 1096 times at 228-cycle intervals (≈140 s total).
The scatter plots in Fig. 6 show the amount of work per-

formed per time interval. For easy comparison, we have
chosen the number of samples so that the runtime is equal
to the STREAM runs. The impact on CPU performance ap-
pears closely related to memory bandwidth, though far less

noticeable, as evidenced by the 1st percentiles (Tab. 2). Virtio-
balloon causes the most significant performance degrada-
tion, with shrinking being more expensive than growing.
Both virtio-mem and virtio-balloon with huge pages have a
negligible impact at higher thread counts, even though the
duration is much shorter than in the previous experiment.
Notably, virtio-mem with device pass through generates no
extra CPU overhead, regardless of memory pinning. Hyper-
Alloc has no significant effect. Even under full system load,
its 1 percent lows are above the baseline. As a result, its min-
imum CPU performance is 23 and 6.8 percent higher than
virtio-balloon and virtio-mem.

5.5 Automatic Soft Reclamation
Continuous Integration (CI) jobs often require large and
varying amounts of memory for short bursts of time. Build-
farm VMs, which provide strict isolation, must accommodate
the peak memory demand regardless of the job frequency. If
we can deflate these VMs dynamically and efficiently, more
VMs could run on the same physical host. We evaluate Hy-
perAlloc’s suitability for this scenario by compiling Clang
16.0.0. To increase memory pressure, we reduce the VM’s
memory to 16GiB for our measurements, which is the ob-
served maximum of the workload. As the automatic recla-
mation mechanisms were designed to have no significant
performance impact, we focus on the memory footprint (in
GiB·min), which is calculated from the resident set size (RSS)
of the QEMU process, representing its actually consumed
memory (sampled at 1Hz). Similar metrics are also used by
cloud providers (e.g., AWS Lambda) to price memory usage.

HyperAlloc and virtio-balloon (with free-page-reporting)
can automatically reclaim memory. As virtio-mem lacks an
automatic reclaim mechanism, we simulated one: We track
the number of free huge pages in the guest and (un-)plug
memory with a granularity of 1GiB with a frequency of
1 s. Frequency and granularity were hand tuned for this
benchmark to minimize the overhead while still avoiding
out-of-memory errors. If directly integrated into virtio-mem,
automatic reclamation would most likely be more efficient,
but our simulation already shows that it is also limited by
huge-page availability, like virtio-balloon.

Fig. 7 compares the Buddy and LLFree allocator baselines
against virtio-balloon’s free-page-reporting, virtio-mem and
HyperAlloc. The baselines, which statically use 16GiB for the
entire runtime, have the highest memory footprint. LLFree’s
footprint is slightly smaller because of its shorter runtime.
The different auto-reclamation techniques can reduce the
memory footprint from 24 to 45 percent, usually without no-
ticeable runtime overheads (which is by design). HyperAlloc
has the lowest memory footprint, followed by the differ-
ent configurations of virtio-balloon and lastly the simulated
virtio-mem mechanism.

The right most columns contain the total CPU times of all
12 threads of the QEMU processes, separated into user and

9



991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045

EUROSYS’25, March 30–April 3, 2025, Rotterdam Anon. Submission Id: 517

1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100

Buddy
LLFreebaseline

o=9 d=2000 c=32
o=9 d=2000 c=512

o=9 d=100 c=32
o=9 d=100 c=512
o=0 d=2000 c=32

o=0 d=2000 c=512
o=0 d=100 c=32

o=0 d=100 c=512

vi
rti

o-
ba

llo
on

0 500
Footprint [GiB·min]

virtio-mem
virtio-mem+VFIO

HyperAlloc
HyperAlloc+VFIO

0 50
Runtime [min]

0 500
CPU User [min]

0 100
CPU System [min]

Figure 7. Average memory footprint, total runtime, and user/sys-
tem CPU times of the QEMU process for a clang compilation (re-
peated 6 times per candidate). For virtio-balloon, we compare dif-
ferent parameters with the default configuration in bold.

system (page faults, KVM exits, and other syscalls). We see
that system and user time of LLFree-based benchmarks is
shorter than Buddy-based ones. An in-depth investigation
revealed that those runs incur about half as much EPT faults
and TLB misses. LLFree’s contiguous allocation pattern ap-
pears to be more suitable for VMs that are often backed by
huge pages. As the user time also includes the VM work-
load, we can infer the reclamation overheads by comparing
it to their respective baselines. The overhead of HyperAl-
loc (0.51 ± 0.18%) is a minimally higher than virtio-balloon
(default: 0.15 ± 0.42%). This is because HyperAlloc reclaims
more memory, leading to more work in the QEMU process
and more madvise syscalls.

The default configuration for virtio-balloon (Fig. 7 in bold)
reduces the memory footprint by 34 percent. We tuned the
configuration parameters of virtio-balloon to see if we can in-
crease its efficiency. These parameters include the REPORT-
ING_ORDER (o), denoting the size of reclaimed memory
blocks (we used 4 KiB and 2MiB), the REPORTING_DELAY
(d), specifying the delay between the freeing of chunk of the
specified order and the subsequent reclamation (from 2 s to
100ms), and the REPORTING_CAPACITY (c), denoting the
size of the reclaim buffer that is sent to the host (from 32
to 512). If the mechanism uses huge pages (o=9) we see no
significant difference between the delay (d) and capacity (c)
values. Only for 4 KiB pages (o=0), they have a noticeable
effect. Two configurations can even further reduce the mem-
ory footprint (by 42% for d=2 s and c=512). However, they
also increase the runtime by 19 percent. Similarly, the user
and system CPU times are significantly higher.
In-depth Analysis To better understand the mechanisms,
we extend on the Clang benchmark: On the time axis, we
wait for 200 s after the build finished and run make clean

to remove any build artifacts; after another 200 s, we drop
the guest’s page cache to see how much memory can be
reclaimed at best. We sample four memory-usage metrics
(see Fig. 8) with a frequency of 1Hz: (1) The memory con-
sumed by (partially) used huge pages in the guest allocator.
(2) The memory consumed by actually allocated small pages
(4 KiB) in the guest. The difference between small and huge
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Figure 8. Clang compilation with virtio-balloon’s free-page-
reporting (default) and HyperAlloc’s automatic soft-reclamation.
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Figure 9. Clang compilation with HyperAlloc and virtio-mem with
VFIO-based DMA safety.

is an indicator of the degree of fragmentation within the
page allocator. (3) The size of the guest’s page cache. (4) The
amount of assigned VM memory (RSS) which reclamation
reduces. As small and cached are defined by the workload,
they are expected to remain the same across all candidates.
In the best-case scenario, the assigned VM memory, the used
huge pages, and the allocated small pages would all be equal,
showing perfect memory efficiency.
Fig. 8 shows the results of a single run for virtio-balloon

(o=9, d=2000, c=32) and HyperAlloc. As expected, the size
of the page cache and the guest’s memory utilization are
consistent. However, one minor difference in the page cache
size can be observed at around 29min: The VM with virtio-
balloon reaches its hard memory limit, resulting in page
cache eviction. As HyperAlloc has less fragmentation, it
does not suffer from this. Over the entire runtime, HyperAl-
loc’s VM memory follows the guest’s memory consumption
(small) much more closely due to LLFree’s efficient fragmen-
tation avoidance. This decreases the memory footprint by
17 percent compared to virtio-balloon, without noticeable
runtime costs.

By the end of compilation, the page cache occupies a sub-
stantial part of the guest’s total memory. This prevents many
poorly utilized huge pages from being freed and reclaimed.
Running make clean, thereby removing all build artifacts,
reduces the cache size significantly. As a result, HyperAlloc
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Figure 10. Repeated SPEC2017 blender runs with auto deflation.

can shrink the VM by 3.8 GiB. In contrast, virtio-balloon only
reduces the size by 0.7 GiB, due to internal fragmentation of
the buddy allocator. Even when dropping the entire cache,
virtio-balloon only decreases the VM size to 8GiB compared
to HyperAlloc’s 1.9 GiB. Generally, in these file-intensive
workloads, we see that the page cache has a major impact on
the memory footprint. We discuss its role further in Sec. 6.

Regarding DMA-safety, we compared virtio-mem and Hy-
perAlloc in Fig. 9, both using VFIO for device pass through.
Even though both mechanisms have no significant runtime
costs, virtio-mem has a 39.8 percent higher memory foot-
print than HyperAlloc. For virtio-mem, we track the number
of free huge pages and resize accordingly. We also tried to
follow the free base pages, which leads to more aggressive
reclamation. However, in this case, virto-mem has to com-
pact and migrate memory, which turned out to be too slow,
and virtio-mem was unable to resize the VM fast enough to
prevent OOMs. Therefore, our virtio-mem-based reclama-
tion is still limited by the availability of huge pages, which
is a significant advantage of basing HyperAlloc on the LL-
Free allocator. Virtio-mem without VFIO is 3.7 percent more
efficient because it does not pre-populate memory. For Hy-
perAlloc, the additional overhead to maintain the IO page
tables is negligible.
RepeatedWorkloads Another common use case for VMs
is (micro-) services that are executed on demand or period-
ically. Here, the VMs might idle for significant amounts of
time between runs. Even though the host can easily detect
idle vCPUs and schedule accordingly, detecting idle memory
is not so simple and an ideal use-case for memory recla-
mation. We simulated such a repeated workload with idle
periods using the Blender benchmark from SPEC2017. We
executed three consecutive runs with 4min idle time in be-
tween. The page cache was dropped once at the end, again
to see its impact on the VM’s memory consumption.
The two candidates in Fig. 10 perform roughly the same

while Blender is running due to its static allocation behav-
ior. However, a huge difference can be observed in between
runs. After the first iteration, HyperAlloc reduces memory
consumption by 43 percent compared to virtio-balloon. This

difference increases to 55 percent after the third iteration.
Overall, this leads to an overall reduction in memory foot-
print from 202GiB·min to 159GiB·min. This difference be-
comes even more pronounced if the idle times increase.

After dropping the page cache, the memory consumption
drops to 1.28GiB for HyperAlloc and 4.37GiB for virtio-
balloon. This large difference can be attributed to LLFree’s
better fragmentation characteristics and shows that Hyper-
Alloc allows for greater elasticity of VMs.

6 Discussion
VProbe Due to the discussed availability issues (see
Sec. 5.1), we could not compare HyperAlloc quantitatively to
the seemingly similar VProbe [55] approach. VProbe avoids
explicit communication, achieves DMA-safe auto deflation,
and gives the hypervisor access to the guest state. However,
VProbe aims to be transparent for the guest and tracks the
guest-side page-frame allocations only indirectly by write-
protecting the guest’s page-frame metadata (struct page).
Thereby, VProbe tracks the same guest events as HyperAlloc
but relies on the side effects of these events, which has two
disadvantages: (1) VProbe’s coupling to the guest allocator
is fragile when (newer) guest kernels perform different steps
on allocation, resulting in unreliable allocation detection. (2)
The hypervisor has to back the page-frame metadata with
host-physical base frames instead of huge frames, inducing
higher TLB pressure. In contrast, HyperAlloc’s explicit install
hypercall evolves with the guest kernel code and requires
no fine-grained backing of struct page.
Adoption in Production HyperAlloc requires the user to
replace the guest’s page allocator, so our co-design approach
can be considered as more intrusive as having only an extra
balloon or hotplug driver within the guest. Therefore, the
question arises if HyperAlloc is a viable solution for produc-
tion environments – and why would customers switch to Hy-
perAlloc? We expect that economic reasoning will become a
good argument: In the longer term, IaaS will follow the trend
of FaaS [46] and start billing memory by the second, giving
customers amonetary incentive to give back unusedmemory
immediately. Up to now, memory often becomes a stranded
asset [32] for cloud providers when they are confronted with
a CPU-intense workload mix, as they cannot shift memory
between VM hosts. However, the emerging CXL [16] tech-
nology allows building disaggregated memory pools [32],
making physical memory not only an expensive [35] but also
more valuable commodity, as unused memory could be re-
distributed among the complete rack. Compared to existing
techniques, HyperAlloc achieves higher reclamation rates at
basically no interference (Sec. 5.5), making it an ideal feature
for the disaggregated cloud.
Concept Generalization Since HyperAlloc requires
offset-addressable access to per-frame data, integration with
other guest allocators is challenging, as they usually rely on
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lock-based synchronization and pointer-linked data. Letting
the hypervisor directly participate in those guest protocols
poses a safety and security risk. Nevertheless, if host and
guest agree on an auxiliary memory-mapped interface to
exchange 𝐴 and 𝐸, HyperAlloc is applicable.
More generally, we believe that lock-free write access to

the guest state is a promising direction to improve resource
management in IaaS settings without introducing (much) in-
terference and latency variations. For example, a logical next
step could be to also expose the page cache to HyperAlloc,
which could then shrink the VM from the outside. Although
this requires rethinking even more kernel components, the
resulting lock-free kernel structures often prove to be more
scalable than the existing mechanisms [56].
Beyond Memory Reclamation Our prototype can scale
a VM between its initial size and the currently allocated
memory.While we share the later boundary with many recla-
mation techniques [23, 53, 55], virtio-mem [55] can grow the
VM beyond the initial size. HyperAlloc could also support
this, either by hotplugging integration or by starting with a
large guest-physical memory but low hard limit.
HyperAlloc could also enable better swapping strategies

for VMs [10, 47] as the tree index entries contain the alloca-
tion type (see Sec. 4.2). Furthermore, with the six remaining
area-entry bits, the guest could expose even more useful
information about data-filled frames (e.g., hotness).
If fine-grained memory pricing models are just over the

horizon, we have to develop efficient guest methods that
actively react to memory-price pressure (i.e., executed via
auctioning [6]). For example, with a price tag at each frame,
we have an objective measure to decide if starting memory
compaction is actually worth it. Suddenly, actively shrinking
the page cache instead of caching as much as possible could
make economic sense.

7 Related Work
Dynamic paging has been a challenging topic for OS devel-
opers for a long time, especially regarding memory recla-
mation [17, 25, 27], TLB invalidation [7, 9, 30], and the frag-
mentation of huge pages [21, 40, 41, 50, 56]. These chal-
lenges become even more relevant in combination with vir-
tual machines, where we have an additional interaction and
EPT/NPF walks are more expensive [4, 12, 28, 38, 54].
Memory Reclamation The problem of detecting idle
memory and estimating working sets is more difficult for
the OS [17, 18, 57] than detecting idle CPUs. This, again,
is even more complicated for a hypervisor with even less
information about the running workloads [26, 38, 53]. Con-
sequently, transparent VM deflation techniques, like swap-
ping [10, 22, 42, 53] or content-based sharing [15, 53], face
challenges to determine what to reclaim. Cooperative de-
flation techniques, like ballooning [24, 45, 53], hotplug-
ging [23, 44, 45], or transient memory [20, 33], try to solve

the reclamation-information deficit by indirectly interacting
with the guest’s OS frame allocator. However, the interaction
via in-guest proxy drivers is costly [24, 55]. By integrating
reclamation directly into the guest’s frame allocator, Hyper-
Alloc drastically reduces this overhead and enables the guest
to improve its allocation policy based on the reclamation
state.

DMA safety With the emergence of the IOMMU [1–3],
the OS got another virtual memory component to keep in
sync [13]. Moreover, most devices cannot [31, 55] trigger IO
page faults, which are, however, necessary for most deflation
techniques [24, 38, 45, 53]. Only a few techniques [23, 55]
have been designed for DMA safety, while the others require
further IOMMU virtualization [8, 51], which comes with
its own costs for tracking DMA buffers and invalidating
IOTLBs. Still, HyperAlloc could be combined with IOMMU
virtualization to reduce the VFIO overhead further.

Resource Orchestration Deciding how to manage these
different deflation techniques at a large scale is a topic on
its own. Several policies and heuristics have been proposed
for VM monitoring [26, 53], resource distribution [19, 34,
39, 48, 52], and market-like pricing models [6, 36]. They
usually combine transparent and cooperative deflation and
sometimes even interface with applications [14, 48]. With
HyperAlloc, these orchestration mechanisms could moni-
tor memory utilization more precisely and reclaim memory
faster with less latency.

8 Conclusion
For the hypervisor, memory is, until now, a “viscous” re-
source that is hard to add to the guest and even harder to
reclaim. But with the emergence of CXL and disaggregated
memory pools, both cloud provider and customer get a mon-
etary incentive to de/inflate VMs faster and more frequently.
However, existing techniques often fall short with device
pass through or induce disruptive overheads and latency
spikes. For example, virtio-mem results in a throughput dis-
ruption of up to −73 percent for the STREAM benchmark.

With HyperAlloc, we propose a novel VM memory recla-
mation technique based on sharing the guest’s page-frame
allocator with the hypervisor. Without a mode switch, we
can, thereby, mark frames as allocated or reclaimed within
the guest, allowing its allocator to prefer regions already
backed by host-physical memory. Still, our bilateral state
management is safe and secure as we build upon LLFree, an
existing lock-free page-frame allocator with good scalabil-
ity and huge-frame fragmentation properties. HyperAlloc
shrinks, without measurable disruption, the hard limit of a
virtual machine faster (362× virtio-balloon, 10× virtio-mem).
With its automatic reclamation, we reclaim 17 percent more
memory than virtio-balloon’s free-page reporting for a real-
istic workload; resulting in a tighter resource assignment.
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